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Quantum Monte Carlo simulations are powerful and versatile tools for the quantum many-body problem. In
addition to the usual calculations of energies and eigenstate observables, quantum Monte Carlo simulations can
in principle be used to build fast and accurate many-body emulators using eigenvector continuation or design
time-dependent Hamiltonians for adiabatic quantum computing. These new applications require something that
is missing from the published literature, an efficient quantum Monte Carlo scheme for computing the inner
product of ground state eigenvectors corresponding to different Hamiltonians. In this work, we introduce an
algorithm called the floating block method, which solves the problem by performing Euclidean time evolution
with two different Hamiltonians and interleaving the corresponding time blocks. We use the floating block
method and nuclear lattice simulations to build eigenvector continuation emulators for energies of “He, ®Be,
12, and '°0 nuclei over a range of local and non-local interaction couplings. From the emulator data, we
identify the quantum phase transition line from a Bose gas of alpha particles to a nuclear liquid.

INTRODUCTION

Quantum Monte Carlo simulations are widely used for first-
principles calculations of solid state systems and condensed
matter [1H6]], quantum chemistry [[7H9], atomic and molecular
physics [9-11]], lattice field theories [[12H14], nuclear physics
[15H18]], degenerate quantum gases [19H21], and other quan-
tum many-body systems. In cases where sign oscillations are
under control, the computational effort scales favorably as a
low-order polynomial in the number of particles. There are
many examples of quantum many-body systems with strong
correlations where quantum Monte Carlo simulations are the
only tools currently available for reliable and accurate predic-
tions. The standard quantities calculated in quantum Monte
Carlo simulations are low-lying energy levels and their corre-
sponding eigenstate observables. Since wave functions are not
constructed explicitly, the set of linear algebra operations that
can be performed on energy eigenstates is often more limited
than that for other methods that explicitly construct and store
wave functions.

One basic linear algebra operation that would be extremely
useful is the calculation of inner products between energy
eigenstates corresponding with different quantum Hamiltoni-
ans. Calculating eigenstate inner products within the frame-
work of quantum Monte Carlo simulations would allow for
the construction of fast and accurate emulators using eigen-
vector continuation [22]] for systems that might otherwise be
inaccessible using other methods. Another potential applica-
tion is the ability to use quantum Monte Carlo simulations to
design time-dependent Hamiltonians H (¢) for efficient adia-
batic quantum computing [23| 24]. The initial Hamiltonian
H(0) is any trivial Hamiltonian whose ground state can be
prepared on a quantum computer, and the final Hamiltonian
H(T) is the quantum Hamiltonian of interest. Starting from
the ground state of H (0) and slowly evolving with H (), one

can accurately prepare the ground state of H(7') when T is
sufficiently large. Quantum Monte Carlo simulations on clas-
sical computers can be used to optimally select H(0) and the
time-dependent path H (t) such that the inner products be-
tween ground states at times ¢ and ¢ 4 dt remain as large
as possible for each ¢, thereby reducing the need for very
slow time evolution. These calculations require calculations
of inner products between the ground states corresponding
to H(t) and H(t + dt). This information can also be used
to compute Berry connections, curvatures, and phases associ-
ated with cyclical adiabatic evolution [25]]. After preparing the
ground state of the desired Hamiltonian H(7T'), the quantum
computer could then be used to perform real-time dynamics
that would otherwise be beyond classical computing capabili-
ties.

In this work, we introduce a quantum Monte Carlo algo-
rithm called the floating block method that computes the in-
ner product between two eigenstates produced by two differ-
ent Hamiltonians. This is achieved by performing Euclidean
time evolution for the two Hamiltonians and interleaving the
corresponding time blocks. We demonstrate the floating block
method using nuclear lattice simulations and eigenvector con-
tinuation to build emulators for the energies of “He, ®Be, *2C,
and 60 nuclei over a range of local and non-local interaction
couplings.

FLOATING BLOCK METHOD

Let H; and H; be two different quantum Hamiltonians with
ground state wave functions |v)) and |U?>, respectively, and
ground state energies F and EY, respectively. The only re-
quirement is that H; and H; can be simulated using quantum
Monte Carlo simulations. The floating block method is based



on the identity,
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where |¢;) is any initial state that is not orthogonal to both
[v?) and [v). We note that the ground state energy values
E? and E? drop out of Eq. (I) in the limit of large ¢. This
is a key feature and computational advantage of the floating
block method. For cases where the phase of the inner product
is nontrivial, we calculate the phase using
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We are using the phase convention that (¢7|v{) and (¢7]v9)
are positive. The floating block method can be used for quan-
tum Monte Carlo simulations on the lattice or in continuous
space and is compatible with path integral Monte Carlo sim-
ulations where particle worldlines are explicitly sampled or
auxiliary-field Monte Carlo simulations where the particles
are integrated out.

One can also compute (v|v?) using the reweighting tech-
niques used in Ref. [22| 26]. This approach is presented in
the Supplemental Material. Unfortunately, the reweighting
approach is viable only when the system is small in size, the
Euclidean time ¢ is not too large, and the ground state en-
ergies for the different Hamiltonians are numerically close.
We show in the Supplemental Material that the floating block
method provides a computational advantage over reweighting
calculations equal to several orders of magnitude.

APPLICATIONS TO EIGENVECTOR CONTINUATION

Eigenvector continuation (EC) is a variational technique
for finding the extremal eigenvectors and eigenvalues of a
parameter-dependent Hamiltonian matrix H(c) [22]. The
method relies on the analyticity of the eigenvectors as a func-
tion of parameters of the Hamiltonian. The resulting smooth
parametric dependence allows the eigenvector manifold to be
well-approximated by a low-dimensional subspace. By reduc-
ing the dimensionality of the problem, calculations are orders
of magnitude faster, and this aspect has been used to build fast
and accurate emulators using EC [27, 28]. Its convergence
properties were investigated in [29], and a greedy algorithm
to optimally select training points was presented in Ref. [30].
In Ref. [31}132], EC was identified as a specific example of a
wider class of techniques called reduced basis methods [33-
35]]. Meanwhile, there have been numerous theoretical de-
velopments and applications of eigenvector continuation and
other reduced basis methods in nuclear physics [26] 32| [36-
41]).

Let us consider a Hamiltonian of the form H(c) = Hy +
cH;. In order to perform EC calculation of the ground state,
we first choose some set training points ¢ = c¢g,- - ,cN
and find the exact ground state eigenvectors [v]),--- ,[v%).

If our target system corresponds to parameter value ¢ =
ct, we calculate the projected Hamiltonian matrix H;; =
(vP[H (ct)|v]), norm matrix Ny = (v?[v), and solve the
corresponding generalized eigenvalue problem. We use the
floating block method to compute the norm matrix N;;. In or-
der to determine the projected Hamiltonian matrix elements,
we use the result
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METHODS

Reviews of auxiliary-field lattice Monte Carlo simulations
are given in Ref. [15 [18]. We start with an initial state and
propagate it over a large but finite number of time steps, which
we denote by L;. In each of these time steps, we multiply the
current state by the transfer matrix M = exp(—H (¢)At). For
notational simplicity, we omit the normal ordering symbols ::
that should enclose each transfer matrix. From the data we
obtain from different L;, we can extrapolate to infinite time.

Consider a family of Hamiltonians of the form H(c) =
Hy + cH;. For the lattice simulations presented here, we
consider two independent parameters, but the formalism is
the same. We are interested in performing calculations at
some target value point ¢ = c¢;, using the training data at
¢ = {ec1,- -+ ,cr}. For a finite number of time steps, L;, we
write Eq. (3) as

Hy (¢I|e—H(Ci)At|~--|H(ct)|~--|e—H(Cf)At|w1) @
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For notational convenience, the limit L; — oo on the right-
hand side is implicit. We further simplify the notation as

Hij _ (Wrleil - lei H(cy)lej| - - lejlvr)
Nij (rleil -+ ledles] -~ lejlvr)y 7

where |c;| represents a time step where we multiply by trans-
fer matrix e =7 (¢)A% and there are L; /2 time steps of |c;| and
|c;| each. Note again that since there are an equal number of
such time steps in the numerator and denominator, the ground
state energy factors cancel out in the limit L; — oco. The
squared magnitude of the norm matrix IV;; is given by
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Again, the limit L; — oo is implicit. We prove these results
in the Supplemental Material.

For our quantum Monte Carlo simulations, we select con-
figurations according to the absolute value of the expression in
the denominator of Eq. (6) and evaluate the expressions in the
numerator and the denominator. However, the stochastic noise
will be large if the expressions in the numerator and denomi-
nator are very different. We first discuss how to optimize the



performance of the floating block method for auxiliary-field
Monte Carlo simulations, and then we discuss how to opti-
mize the process for path integral Monte Carlo simulations
without auxiliary fields.

We can reduce the stochastic error in auxiliary-field Monte
Carlo simulations with two techniques. The first is to reorder
the auxiliary fields in the numerator. Usually, the same auxil-
iary field configurations are used for calculating the numerator
and the denominator in Eq. (6). Here, we instead reorder the
auxiliary fields in the numerator so that the sequence of aux-
iliary fields for coupling c; is the same for the numerator and
denominator. Similarly, the sequence of auxiliary fields for
coupling ¢; is the same for the numerator and denominator.
After performing this reordering, the only difference between
the numerator and denominator comes from the commutator
of the transfer matrices with different Hamiltonian couplings.
We can illustrate the calculation of |N;;|? with 12 time steps
in the top line of Fig.[6] The time steps in the numerator and
denominator connected by double-arrow lines have the same
auxiliary field configurations. This reordering greatly reduces
the noise of the Monte Carlo simulations. Without the re-
ordering, it is impossible to compute norm matrices from any
calculation with more than a few time steps. We discuss the
computational advantage of reordering the auxiliary fields in
the Supplemental Material and show that it provides a compu-
tational advantage of many orders of magnitude.
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FIG. 1. The norm matrix calculation of | N;;|* with 12 time steps.

When the displacement of time blocks is large, the numer-
ator and denominator are quite different calculations, and the
stochastic noise can become quite large. This is fixed by the
second of our two techniques. We allow the time blocks to
“float” gradually, similar to a block of ice detaching from a

large ice mass and floating into the sea. In the following ex-
ample, we float three time blocks one step at a time. This
is illustrated in the bottom three lines of Fig. [f] Each term,
Ni, No, N3, is computed separately and multiplied together
to give N1NoN3 = |N;;|>. This gradual floating of time
blocks is also useful for path integral Monte Carlo simulations
without auxiliary fields. For path integral Monte Carlo simu-
lations, we work with particle worldlines defined by particle
positions as functions of Euclidean time. We again use grad-
ual floating of the time blocks to produce correlated samples
with reduced stochastic noise. For each ratio of amplitudes
we calculate, the worldlines are chosen to be the same for the
numerator and denominator.

RESULTS

We perform nuclear lattice simulations using a simple lead-
ing order interaction that is independent of spin and isospin.
Despite the simplicity of the interaction, previous lattice stud-
ies have shown that they produce a good description of the
bulk properties of nuclear structure and thermodynamics [42-
45]]. We use a spatial lattice spacing of 1.97 fm and a time
lattice spacing of 0.197 fm/c. The interactions are composed
of two types of interactions, which we write as V7 (r’,r) and
Vnr(r',r). Here r and 1’ are the relative separation of the
incoming and outgoing nucleons respectively. For Vi the
interaction is non-local, which means that r and r’ are in gen-
eral different. Meanwhile, V7, is a local interaction where r’
and r are the same. These local and non-local interactions
are smeared in space with parameters s; and sy respec-
tively, and the normalizations of V7, and V1 are chosen so
that the physical *He binding energy is reproduced for inter-
actions H4y = K +V;, and Hg = K + V), where K is the
kinetic energy operator. We describe the interactions in detail
in the Supplemental Material.

We consider general linear combinations of the local and
non-local interactions, H (¢, cn) = K+ Vi +entVe,
and compute the binding energies of *He, ®Be, '2C, and 160.
In Table[l, we show EC predictions for the ground state energy
of 12C using the floating block method in comparison with
full simulation results, for L; = 400. For the EC emulator,
we use the training points (cr,cnz) = (0.5,0.5), (0.2,0.8),
(0,1) and (0.2, 0.6), with the corresponding ground state vec-
tors included in that order. The reported errors for the full
simulation are one standard deviation stochastic errors. The
errors for EC calculations are also one standard deviation er-
rors determined from propagating stochastic errors using the
trimmed sampling method described in Ref. [46]]. We see that
the EC emulator very accurately reproduces the full simula-
tion results for test points (cr,, cnr) within the interpolation
region of the training points. For test points outside of the
interpolation region, the quality of the predictions is less ac-
curate but still quite good for most cases.

We note that the EC emulator is a variational approxima-
tion. The error bars shown at each EC order in Table [ll corre-



spond to the uncertainty in the variational approximation pre-
dictions. As more orders in the EC approximation are used,
the EC results should converge to the full simulation results
from above.

In Fig. 2} we plot the ground state energy of ®Be relative
to the two-alpha threshold in Panel (a), ground state energy
of 12C relative to the three-alpha threshold in Panel (b), and
ground state energy of 160 relative to the four-alpha threshold
in Panel (c). For each case, we perform second-order EC with
training points at (cz,cyz) = (0.5,0.5) and (0, 1) in a peri-
odic box of length L = 15.76 fm. The dashed lines show the
experimentally observed values. The location of the quantum
phase transition in the (cr,cnr) plane can be seen clearly
from the zero contours in Fig. [2| where the ground state en-
ergy equals the corresponding multi-alpha threshold. We note
that the quantum phase transition occurs at approximately the
same locations for ®Be, 12C, and 160, corresponding with the
line where the alpha-alpha interaction changes from repulsive
to attractive. Consistent with the findings in Ref. [47]], we see
that the local interaction coupling ¢y, plays a dominant role in
determining whether we have a Bose gas or a nuclear liquid.
We cannot produce a nuclear liquid using ¢, alone.

SUMMARY AND DISCUSSION

We have introduced the floating block method, a new
computational algorithm for quantum Monte Carlo simula-
tions that allows for the calculation of inner products be-
tween ground-state wave functions corresponding to differ-
ent Hamiltonians. Such calculations were not practical us-
ing previously existing methods, and while they were possible
for small systems, even for those systems the floating block
method provides a computational advantage of several orders
of magnitude that scales with the complexity of the calcula-
tion.

This ability to compute inner products between ground-
state wave functions corresponding to different Hamiltonians
opens the door to efficient construction of EC emulators us-
ing quantum Monte Carlo simulations. In this work, we have
used this method to explore the (¢, cx1,) phase diagram cor-
responding to local and non-local interactions. We find that
the EC emulators are very accurate for interpolation and also
fairly reliable for extrapolation. We are able to locate the
quantum phase transition line between a Bose gas of alpha
particles and a nuclear liquid.

While the examples we have considered here are lattice cal-
culations using auxiliary fields, the application of the floating
block method for continuum calculations with path integral
Monte Carlo is straightforward. We hope that this theoreti-
cal development will enable the construction of new emula-
tors using quantum Monte Carlo methods as well as possible
novel applications for quantum computing.

(a) E(®Be) — 2E(*He)

FIG. 2. Contour plots for the difference between the EC emulated
energy and the corresponding multi-alpha threshold energies for ®Be
in Panel (a), 12C in Panel (b), and '®0 in Panel (c). The dashed lines
show the experimental values.
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SUPPLEMENTAL MATERIAL

Derivation of the floating block method

Let us consider the following ratio of amplitudes,

R, = Sileil - leiles| - lejlea] - leiles| - lejlvn) 1)
=
T Wil - eiled] - leiles] - legleg |- leglen)

where we use the notation |¢;| for the transfer matrix with coupling ¢; and |c;| for the transfer matrix with coupling ¢;. In the
numerator, we have four blocks of L, /4 time steps with couplings |¢;| and |c;| interleaved with each other. We now project onto
eigenstates D, [v]') (v}*| for H(c;) and 3, [v) (v}}| for H(c;). We then get

(Wrleil -+ leal 3o, [0i) (il lejl - - el 2o [vf) Wil leal - - lesl 325 [oit) (Wil el -~ les | 32, [0} (wit | )

! Wrleil -+~ leil 22, [o7) (ol sl -+ - les 2o [07) (07 [4r)
If we now take the limit as L; goes to infinity, we then have
(o) (w7 [0]) (W] |07) (WP [0f) (] [¥r)
Rij = I I = () [* = [Ny %, (S3)

(o) (w7 10f) (W] 1)

where [v7) is the ground state eigenvector for H (¢;) and [v) is the ground state eigenvector for H(c;).

Lattice interactions

For our lattice calculations, we use a spatial lattice spacing a = (100 MeV)~! = 1.97 fm, and time lattice spacing a; =
(1000 MeV)~! = 0.197 fm. We take the nucleon mass to be m = 938.92 MeV. We use > (n'n) t0 denote the sum over

nearest-neighbor lattice sites of n. Similarly, > (
2 ),
next-to-next-to-nearest-neighbor lattice sites of n along the i‘" axis.

For each lattice site n and smearing parameter sy, we define non-local annihilation and creation operators,

n'ny, denotes sum over nearest-neighbor lattice sites of n along the ith axis,

denotes sum over next-to-nearest-neighbor lattice sites of n along the i*" axis, and (((n'n))), denotes sum over

anr(n) =a(n)+ syr Z a(n’), (S4)
(orm)

alp(m) = af(m) +syp Y al(), (S5)
(orm)

Similar to the density operator p(n) = a'(n)a(n), we define the smeared non-local density,

pnr(n) = aly (n)anr(n). (S6)
The smeared local density is defined as
pr(n) = al(n)a(n) + s, » _ al(n')a(n’), (S7)
(nn)

Vi, = i Z s pr(m)pr(n) :, (S8)

and the non-local interaction is

VNL = INL Z tpnp(n)pyr(n) :. (59)



The symbols :: indicate normal ordering, where the annihilation operators are on the right-hand side and the creation operators
are on the left-hand side. The parameters qr,qnr1, Sr, and sy, are tuned so that both the interactions H4 = K + Vi, and
Hp = K + Vi, give the physical binding energy for *He. The kinetic term is taken to be [48],

49 3
K= Tom 4 CLT(H)CL(D) ~im Z Z aT(n)a 40m Z Z 180m Z Z

n,i (n'n), n,i ((n’n)) n,i ({{

(S10)

Aucxiliary field formalism

In our Monte Carlo simulations, we use the auxiliary-field formalism, where we replace the nucleon-nucleon interactions
with interactions of nucleons with background auxiliary fields at every lattice point. The main idea behind this method can be
understood as a Gaussian integral formula,

“+o0
T exp ( — fcatp \/ / ds : eXp — fs + \/—catsp) (S11)

We can reproduce the interactions by integrating over the auxiliary fields. For simulating two-, three- and four-body forces on
the lattice simultaneously, we can write the discrete auxiliary fields in the form,

N
1 1 . 1
: exp ( iCatpz — gogatpj — 246’4atp4> = Zwk : exp (x/foatqﬁkp) 5 (S12)
k=1

where C, Cs, and Cy are two-, three- and four-body coefficient respectively, and the :: symbols indicate normal ordering of
operators. We use the ansatz N = 3, and wy, > 0 for all k. We expand Eq. (S12) up to O(p*) and compare both sides order
by order to solve for wy and ¢;. For our case, we only have a two-body interaction (Cs5 = Cy = 0), and the solution is
d=—¢3=V3wi =ws =1 /6,ws = 2/3. We then sample the corresponding auxiliary fields with the shuttle algorithm, as
described in Ref. [42].

Eigenvector continuation results for 12C

In Fig.[S1] we show the EC ground state energy for '2C with two training points chosen at (cr,, exz) = (0.5,0.5) and (0, 1),
with L; = 600. There is a sharp bend in the slope of the ground-state energy, and similar results are seen for the simulations of
8Be and '60. This sharp bend in the slope of the energy coincides with the location of the quantum phase transition between a
Bose gas of alpha particles and a nuclear liquid.

Computational advantage of auxiliary field reordering

The computational advantage we achieve by reordering auxiliary fields in the floating block method depends on the number of
Euclidean time steps, L;, and the choice of training points. If the training eigenvectors are very similar to each other and L; is not
too large, then the advantage of auxiliary field reordering is relatively minor. If the training eigenvectors are different, however,
the computational advantage of reordering is substantial. If we consider the '2C system with training points (cz,cyr) =
(0.5,0.5) and (0, 1) as presented in the main text, we find that the Monte Carlo results are extremely noisy if we do not reorder
the auxiliary fields in the numerator of Eq. (). For large values of L, the calculations without auxiliary field reordering are
so poor that the relative errors exceed 100% and fluctuate wildly. For a quantitative benchmark of the computational advantage
provided by auxiliary field reordering, it is therefore useful to choose a calculation with a small number of time steps. For
this purpose, we consider the squared norm matrix element |N12|? for '2C with L; = 4 and compare results obtained with
and without auxiliary field reordering. To make a fair comparison, we keep the number of Monte Carlo trials the same for both
calculations. When we reorder the auxiliary fields, we get | N12|? = 0.999989(2). When we don’t reorder the auxiliary fields, we
get | N12|? = 1.15(20). We see that the reduction in error is five orders of magnitude for this test calculation. An error reduction
by five orders of magnitude is equivalent to increasing the number of trials by ten orders of magnitude. This benchmark test
shows that the computational advantage of auxiliary field reordering is many orders of magnitude for this example and should
grow exponentially with system size and Euclidean time. For the calculations presented in Table[l] we simply cannot calculate
norm matrix elements without reordering auxiliary fields.
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FIG. S1. EC emulator results for *C with two training points. The training points are at (cr., cyz) = (0.5,0.5) and (0, 1), and are marked as
X.

Quantum Monte Carlo reweighting calculations

In previous work such as Ref. [26], norm matrix elements and Hamiltonian matrix elements are calculated using reweighting.
This consists of sampling auxiliary field configurations according to some reference Hamiltonian coupling cj. The calculations
to be performed are then

(rleil - - leil H(ed)lejl - - - |ejlr)

H;; S13

e o e T Tealen - Tealwn) (513)
Wrleil - lesles| - e o)

N, . S14

5% Trler] - lenlex - lexlon) (G149

We can then calculate the Hamiltn and norm matrix elements up to an irrelevant overall factor. For large systems for large
L,, the Monte Carlo importance sampling will be poor if the ground state wave functions for H (c;) or H(c;) are significantly
different from the ground state wave function for H(c). When the ground state energies E(c;) and E(c;) are different from
E(cx), the importance sampling problem becomes even worse due to exponential factors of exp{L:[E(c) — E(c;)]/2} and
exp{L[E(ck) — E(c;)]/2} appearing in the ratios. As a result, the reweighting approach is viable only when the system is
small in size, the Euclidean time ¢ is not too large, and the ground state energies for the different Hamiltonians are numerically
close.

Computational advantage of the floating block method

In this section, we do a benchmark comparison of the floating block method versus the reweighting approach described in the
previous section. For the reweighting calculations, let us define the reweighting ratios

(Yrlei] - - leilej| - - lejldn)

Ni; = ; (S15)
T (rlegl - lejlegl - lejlvn)
Ni/i: <w1|cll‘cl|c7f||cl|w1> . (516)
(Wrlejl -+ lejlej| -+ lejlvrn)
‘We note that
2
ING1E | (Wrleal - -leilej] - - lejlvr) 12 _ S17)

Nig (rle] - Jedleil - ledlbr) (@rles| - lejles] - lejlibr)
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In the limit of large L;, this equals the squared norm matrix element | N;;|%,

NG 12

~r = 1Nl (S18)

We can now directly compare the computational performance of the reweighting technique for | V] i |2/ N/, and the floating block
method for |N;;|%.

We perform the reweighting and floating block calculations for the 12C system for a box size with length L = 15.76 fm. We
calculate | N12|?, where the two training points are chosen to be (¢, cnr) = (0.5,0.5), and (0.0, 1.0). The results for L; = 200
and L; = 300 time steps are shown in Table[ST]

L, 200 300
| N12|? (using floating block) | 0.504 4 0.011 | 0.203 4 0.011
|N/;|?/N/; (using reweighting)| 1.5 £ 1.0 x 10°]0.8 + 1.1 x 10°

TABLE S1. Comparison of norm matrix calculations for 2C calculated using the floating block and reweighting approaches. The two training
points are at (cz,cnz) = (0.5,0.5), and (0.0, 1.0).

Our results show that the reweighting technique has errors that are seven orders of magnitude larger than that of the floating
block method for L; = 200 and eight orders of magnitude larger for L; = 300. The floating block method is clearly providing a
computational advantage that is equal to many orders of magnitude for this example and should grow exponentially with system
size and Euclidean time. The reweighting approach is not able to perform any of the calculations presented in the main text.
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